**PART 1**

**1. First, explain what Postman means by the phrase: “media as epistemology” and specifically include what he means by “truth does not, and never has, come unadorned” (p. 22). Fully develop your response so that it would be clear to someone outside of our course who has not read the book. Be clear in your explanation.**

Neil Postman was a social scientist, professor and author known for his cultural criticism towards electronic-media and -culture. Postman starts of chapter 2. “Media as Epistemology” of “Amusing Ourselves to Death” by saying that he “*raises no objection to television’s junk*” (p.16 Neil Postman “Media as Epistemology), but wishes to discuss the metaphor of television and the way it influences the dialogue we partake in. He argues that the consequences of “*television-based epistemology pollutes public communication and its surrounding landscape, not that it pollutes everything*” (p.28 Neil Postman “Media as Epistemology).

Chapter two is based the premise of “Media as Epistemology” so what does Postman mean by it? Epistemology is part of philosophy in which we understand and apply truth. Definition epistemology; “*the theory of knowledge, especially with regard to its methods, validity, and scope, and the distinction between justified belief and opinion*”-oxford dictionary.

What I interpret Postman means by Media as Epistemology is the way a person or society understand and apply truth. *“Each culture conceives of it as being most authentically expressed in certain symbolic forms that another culture may regard as trivial or irrelevant” (p.23* Neil Postman “Media as Epistemology*).* This means that while some cultures believe that seeing is believing, whilst others many only believe that hearing is believing or reading is believing etc. This indicates the difference in epistemology.

In oral culture “*Rhetoric was not merely an opportunity for dramatic performance but a new indispensable means of organizing evidence and proofs, and therefore of communicating truth”* (p.22 Neil Postman “Media as Epistemology). This meant they had limited options but to believe rhetoric as truth, as without a written or illustrated alternative, they have to define their truth based on what technologies they possess. “*To the Greeks, rhetoric was a form of spoken writing*” (p.22 Neil Postman “Media as Epistemology).

When the print culture surfaced, civilization started leaning towards the written word as truth. “*In the academic world, the published word is invested with greater prestige and authenticity that the spoken word. What people say is more casually uttered than what they write. The written word is assumed to have been reflected upon and revised by its author, reviewed by authorities and editors. The written word endures, the spoken word disappears; and that is why writing is closer to the truth than speaking.”* (P.21 Neil Postman “Media as Epistemology). I find this quote useful in illustrating just how much the written word has biased us towards believing that the written word contains the most truth.

"Truth does not, and never has, come unadorned" (p.22 Neil Postman “Media as Epistemology). The way a culture defines "truth" is largely contingent on the means, mediums, and technologies through which they receive it. Postman speaks of that the truth contains a bias for each culture and even illustrates some of our individual biases.

As we got to know in Postman’s example of Socrates plea, Socrates did not attempt to formulate his defense in a way that Athenians would consider a “truthful manner”. At the time the Greeks considered rhetoric not as a distracted adornment of truth but rather as the form in which truth was delivered. As “the 280 jurors who cast guilty ballot against Socrates, they did so because his manner was no consistent with truthful matter”, as to speak one’s thoughts in a random manner, without proper emphasis or appropriate passion, was considered demanding to the audience’s intelligence and suggestive of falsehood.

I think Postman tries to make us cogitate about the word truth, and by reading between the lines we can see him trying to imply that there is no universal way to derive and know the truth, but instead that civilizations will identify their version of truth based its own forms of technology and communications. Even though Socrates might have told the truth, he did it in a way which was in conflict with the cultural biases at the time, leading him to be executed. This is what we mean by “Truth does not, and never has, come unadorned”, because our cultural biases can overshadow the truth.

**2. Second, using Postman as well as the supporting articles we read in class for this module, develop a thoughtful and coherent response to the question: "What kind of truth does the Internet produce?"**

As previously said by Neil Postman “*the concept of truth is intimately linked to the biases of forms of expression”* (p.22 of Amusing Ourselves to Death), meaning that what we confine as truth contains biases from our public discourse and culture. It is challenging finding which “truth” the internet produces, as the internet is a unique place.

We can compare the internet with a Swiss army knife; it has multiple tools at your disposal, but which tool you choose and you use them differs. However, how we perceive “truth” from the internet can differentiate from person to person, as well as you can be affected by external forces like the government, economic incentives, internet provider, webpage creator, etc.

These external forces are tools which can easily be abused if unchecked. We live in a time where economic and political incentives have combined to attack truth and weaken our trust. It is therefore important that we are critical to what we consume and how we consume it, just like postman states in his book “Amusing Ourselves to Death”.

To give a better understanding on how these external forces affect us, we refer to the article “Wearable tech, bodies, and gender” published by Elisabeth Wissinger.   
She refers to Biopower by calling on Lupton’s argument that: *“the “gaze” of power relations already organizing and sorting individuals via interfaces, such as Facebook, Twitter etc., is made intimate and personal by self-tracking cultures and practices.*

Here are more examples Lupton found in how the gaze of powers are organizing and sorting individuals:

* *“...the data production is not always entirely voluntary. There is a “fine line between consensual, pushed and imposed self‐tracking” (p. 124).”*
* *“Lupton also identifies culturally significant neoliberal forces rewarding self‐mastery to produce an optimized, lean, and productive body as a key element in the moral imperative to self‐track”.* (page. 7 of Wearable tech, bodies, and gender).
* “*Lupton points out that this is not the case; in fact, “self‐ trackers have no legal access to their own data, which they may have collected for years” (Lupton, 2016, p. 134) (*page. 7, Wearable tech, bodies, and gender)*.*

Wearable tech can projects a false sense of truth by pressuring its users into believing they are unhealthy until they reach certain goals. If you had a fit-bit which said the average daily recommended exercise for an adult is 7000 steps, and you have only walked 6000, instead of rewarding you for walking that far, they manipulate you to think that you failed or weren’t active enough because you did not reach their self-imposed goal.

I think an important question we all can ask ourselves is: *“How is human empowerment possible when seeking self‐mastery via devices whose existence depends on market forces and powers of governance aimed at mastering us?”*(P.10 Elizabeth Wissinger, “*Wearable tech, bodies, and gender”).*

Tech firms also skew how we perceive genders by designing functions designated to each gender and how they expect that gender specifically to behave.   
*“Researching the ramifications of the gender of the body for which wearable tech is intended is reveals telling details about the complexities and tensions wearables raise about bodies and agency more generally.*

*Initial forays into wearable tech specifically designed for “women” have revealed a deep cultural ambivalence about what women want and what society wants them to be (Charara, 2015; Wissinger, 2017). Wearables aimed at keeping women safe in public, for instance (via purse clipped or jewelry encased body alarms or geolocation trackers that automatically dial emergency services when the wearer pushes a distress button), hide a subtext that assumes women alone in public spaces are automatically victims‐in‐the‐making.*

*Similarly, call notification jewelry that lights up or vibrates out all but the most important callers (e.g., husband, babysitter, and family), to help the “woman‐on‐the‐go” navigate the paradoxical, femme‐identified demand for being fully attentive face to face, while staying constantly available to those who might need her elsewhere”* (P.10+11 Elizabeth Wissinger, “Wearable tech, bodies, and gender”).

The forces who control the flow of information, accessibility and technology, are those who sits in control of the power to manipulate and portray their sense of “truth” onto their user base. If one fail to think critically of what we consume we become like puppets (user-base), hanging by the string waiting for the puppeteers (organizations, government) to control the story (truth).

Another fear I have is that the sense of truth can get skewed by participating in *“personalized universe that we build through our online social networks, which ultimately narrows what we know since it privileges information that is consistent with our views”* (page 4, Is Facebook Making Us Dumber?). If we are not exposed to new ideas and contrasting views we stop thinking critically, and eventually dilute our views to be similar to those around us.

Websites and apps like Reddit, divide hobbies and interests into different subreddits. So that if your hobby is cars you can discuss cars in one of the car subreddits. So if you want to shit on the fact that others enjoy motorcycles, there might not be anyone to argue or tell you otherwise, since you post on a car subreddit. Combine this with the up vote system Reddit has implemented, contrasting views could easily get down voted, so the comment will seem hidden. The moderators also poses tremendous power, as they can decide what they want to see and what they want to remove, and there is no way to control them doing the right thing, almost like a dictatorship in the real world. Those who oppose those in power, will get “banned” or terminated.

I believe personally that with the rate that technology is evolving, there will soon be a time where we reach a threshold where we have to question our rights as human being and when enough is enough. China has started using a social credit system to control how their population should behave, and aims that all of their resident will have inherited this system by 2020.

Due to all the technology such as facial recognition, as small offences as jaywalking could decrease your score. The perfect score is 800, and you can gain points by talking well about the government, working hard, not drinking etc. Whilst you can lose points arguing with others, jaywalking etc. The threshold to lose points is very low in China. And if you lose enough points, you lose your rights to take the speed train, travel via plane etc.

Chinas government and other dictatorships adopting this technology is in full and total control. They are the ones who can portray their truth onto its population. It is up to our nations to come together and ban technologies in which contradicts basic human rights of free speech and privacy.

“*We must be careful in praising or condemning because the future may hold surprises for us*” – Neil Postman (page. 29, Amusing Ourselves to Death)

**PART 2**

1. **Fake news is thought to have had an effect on the 2016 U.S. Presidential Election and the British Brexit-referendum. Write an essay where you explain what fake news is, its origins and which technologies drive the production of fake news in today’s society.**

Traditionally when getting our news we get them from trusted sources and professional publications that “*go to great lengths to distinguish the spaces for commentary and opinion from those for the news. Social media platforms break down such boundaries, with facts and fiction, and observations and opinions, in the mix.” (Page.31* Alice E. Marwick. “WHY DO PEOPLE SHARE FAKE NEWS?”).

The introduction of *“Social media platforms such as Facebook have a dramatically different structure than previous media technologies. Content can be relayed among users with no significant third party filtering, fact-checking, or editorial judgment. An individual user with no track record or reputation can in some cases reach as many readers as Fox News, CNN, or the New York Times.”* (Page.1 Hunt Allcott, Matthew Gentzkow. “Social Media and Fake News in the 2016 Election”).

Nowadays most people get at least some of their news from social media platforms, and it can often be hard to differentiate between whether stories are credible or not. A lack of knowledge and understanding about how the internet work and operate has contributed to people falling for fake news and hoaxes, which is corresponding to the fact that “the group most likely to be polarized were adults over the age of 65” (Page.13 Alice E. Marwick).

The introduction of social media in our daily lives have played a huge role in increasing the reach of these types of fake news -stories, -articles and -sites.   
A recent survey by Gottfried and Shearer (2016) *“finds that 62 percent of US adults get news from social media… Of this 62 percent, however, only 18 percent report that they get news from social media “often,” 26 percent do so “sometimes,” and 18 percent do so “hardly ever. Moreover, only 34 percent of web-using adults trust the information they get from social media “some” or “a lot.”* (Page.13, Hunt Allcott, Matthew Gentzkow, “Social Media and Fake News in the 2016 Election”).

**What is fake news?**

We define fake news as “articles that are intentionally and verifiably false” and are used to deliberately deceive and misinform readers. Fake news websites manage to deceive people by copying the design, name and web address as many famous and professional publication firms, making the reader believe they are reading material published by a legitimate news source.

**Who create fake news?**

Anyone can produce and distribute content, however fake news articles are often created to either push a political agenda, influence people’s views, cause confusion or to simply just earn money. We have seen increase in foreign nations like Russia and China who both have used “troll-factories” to interfere with other countries political campaigns or legislations.

According to a video from Wired.com a Macedonian 18 year old high school student earned as much as 16.000 USD (avg. salary in Macedonia: 371USD) from ad revenue over the course of a couple of months by having people visit and his most popular fake-news article throughout Facebook. ((<https://www.wired.com/video/watch/here-s-how-fake-news-works-and-how-the-internet-can-stop-it>).

Due to ads being ridiculously cheap to promote on social media like Facebook, even if the algorithm were to pick up on 8/10 fake-news articles the two that slip by can still be enough to turn profit. Even though fake news websites should not be able to display ads, as it conflicts with Google and other marketing companies terms of service, the algorithm they use to filter out what is ad friendly and not, are not capable of detecting every fake-news article.

**Which technologies drive the production of fake news in today’s society?**

*“On social media, the fixed costs of entering the market and producing content are vanishingly small. This increases the relative profitability of the small-scale, short-term strategies often adopted by fake news producers, and reduces the relative importance of building a long-term reputation for quality”.* (Page.11 Hunt Allcott, Matthew Gentzkow. “Social Media and Fake News in the 2016 Election”)

Combine this fact with what I previously mentioned on how you get recommended content on social media is allowing content to be relayed among users with no significant third party filtering, fact checking or editorial judgement. Allowing users with no track record or reputation to reach as many readers as famous publishing companies such as the New York Times etc. This would argue that this is the main reason why fake-news are circulating around in social media.

The reason why fake-news often is spread via social media is that it is more likely for to get people to click on a headline or link to view your article instead of them searching for it in the google bar. Google’s search bar only shows the most relevant articles, and with many fake news sites using similar web addresses they will not ever reach that front page which shows recommended results to your search.

*Whitney Phillips and Ryan Milner theorize; the networked nature of the internet and the ability to replicate and remix images, text, and video makes it impossible to determine where a particular idea, image, or meme originated, let alone pinpoint the intent of the author”.* (*Page.5* Alice E. Marwick. “WHY DO PEOPLE SHARE FAKE NEWS?”).

I would argue that the most powerful tool to make people believe in fake news is by using “deepfakes”. “*Deepfakes*” is created by combining artificial intelligence with machine learning, allowing its creator to produce completely false but accurate and realistic videos, depicting famous people, events or speeches that has never occurred or been said.

“Deepfakes” blur the line between reality and fiction like never before, and is putting legitimate media at risk. To create a deep fake video, the computer digest thousands of still images to build a 3D-model of a person and combines it with gigabytes of voice files which capture speech pattern and voice of people and combine it to create videos which combines these elements to seem like it is a real person acting and saying these things:

*Here is a video describing fake news and how it functions: (*[*https://www.youtube.com/watch?time\_continue=1&v=cQ54GDm1eL0*](https://www.youtube.com/watch?time_continue=1&v=cQ54GDm1eL0)*).   
(Here is an example of well it can be executed, by replacing a famous actor from breaking bad with Trumps face and his voice and speech pattern.* [*https://www.youtube.com/watch?v=Ho9h0ouemWQ*](https://www.youtube.com/watch?v=Ho9h0ouemWQ)*).*

Scott Rettberg’s writes in his book “Electronic literature” about how people are using machine learning to automatically generate poems which are written so well it seems like a person is writing them. He calls this technology “electronic literature”.

The machine learning algorithm takes poems written by previous poets and follow a set of constraints written by the author of the program code makes it so that the program follows these constrains and create something of its own.

The same technology is used to create fake news articles. If the author of the program code has proficiently written the constraints and have enough fake news articles in its database to take content from, it can combine content from every previous content and improve it to create well written fake news and hoax articles within seconds.   
Combine this with a script that automatically published, shares ands advertise these articles when they are done, the author can sit back and watch the money roll into his bank account.

Note: (All that is required to automatically do all this, is have a general understanding of the code language “python” and a JSON file containing fake news articles, which is available online. With good enough constraints this is a done deal).

**Why does people share news?**

According to Alice E. Marwick in her paper “why do people share fake news?” she informs that in order to fully understand why people share fake news, we must examine the findings from her three-part sociotechnical model of media effects.

1. *“****Actors****: Partisan Americans share fake news stories that support their pre-existing beliefs and signal their identity to likeminded others.*
2. ***Messages****: Successful problematic information builds on “deep stories” found in mainstream conservative media or makes polysemic appeals that cross party lines.*
3. ***Affordances****: Algorithmic visibility and social sharing massively increase the scale and spread of problematic information“.* (Page.34 Alice E. Marwick. “WHY DO PEOPLE SHARE FAKE NEWS?”).

**The filter bubble**

*“Finally, platforms sort or recommend content based on complex algorithms which serve different videos, images, or stories based on what they think will keep you on the platform.”(Page.32* Alice E. Marwick. “WHY DO PEOPLE SHARE FAKE NEWS? A SOCIOTECHNICAL MODEL OF MEDIA EFFECTS”). The algorithm learns what to recommend to you by seeing which content you previously consumed, watched and visited.   
This results in the content we get exposed to reflect with our own views, likes and beliefs, isolating us form different views and opinions. You could say you get trapped in your own little bubble, with no one to pop it for you, because the algorithm wants you to stay on the platform.

**The effects of social media on Brexit and the presidential election.**

*“Finally, Allcott and Gentzkow determined that the overall effect of fake news was limited, estimating that “the average US adult might have seen perhaps one or several news stories in the months before the election.” This would suggest that fake news had less impact than television advertising. Boxell et al. created an index of political polarization in the United States, finding that the group most likely to be polarized were adults over sixty-five, which is the demographic group least likely to use the internet”*.

*“They conclude that “these facts can be shown to imply a limited role for the Internet and social media in explaining the recent rise in measured political polarization.” Such studies suggest that fake news or problematic information has limited effects. However, each of them operationalizes fake news narrowly, ignores the relationship between problematic information and mainstream media, and attempts to draw causal relationships between viewing fake news and a particular outcome”.* (Page.13 Alice E. Marwick. “WHY DO PEOPLE SHARE FAKE NEWS?”).

After the 2016 United States presidential election we later found out that Russia had created via its troll-farms a lot of fake news articles which often were pro Trump and anti-Hillary. Hillary used to be the U.S. secretary of state at the time to the dislikes of Russia as she was known for her strict foreign policy and dislike for Russia.

President Trump also took advantage of the situation around fake news, misusing his power and claiming that the reputable news source CNN “are fake news” and refusing to take questions from then during his presidency (2017). As a result a lot of his supporters, republican Americans started discrediting the news source, which is very problematic. If a news source lose its credibility, people will stop believing in them and stop reading their papers. (Source Trump describing CNN as fake news: <https://www.youtube.com/watch?v=SOowX1CKf-M>)

Under Brexit we also saw Boris Johnson push his agenda by coming up with a lot of bogus claims of how much money Britain wastes on the European Union to push his agenda to make Brexit happen and for Britain to leave the EU. This combined with the lack of information of what would happen if Britain were to leave the EU, is believed to many the reason why the vote went through. [**https://www.theguardian.com/commentisfree/2017/sep/18/boris-johnson-350-million-claim-bogus-foreign-secretary**](https://www.theguardian.com/commentisfree/2017/sep/18/boris-johnson-350-million-claim-bogus-foreign-secretary)**).**

*“Gallup polls reveal a continuing decline of “trust and confidence” in the mass media “when it comes to reporting the news fully, accurately, and fairly.” This decline is more marked among Republicans than Democrats, and there is a particularly sharp drop among Republicans in 2016. The declining trust in mainstream media could be both a cause and a consequence of fake news gaining more traction. Fourth, Figure 2B shows one measure of the rise of political polarization: the increasingly negative feelings each side of the political spectrum holds toward the others.”* (Page 6 Hunt Allcott, Matthew Gentzkow. “Social Media and Fake News in the 2016 Election”).

**Steps you can take to reduce the probability of falling for fake news.**

* **Inspect the website**
  + Do you recognize the website or media outlet
  + Does the website have the correct URL?
  + Does the website show the author of the article?
    - Which work have that author previously published?
    - Where did he get his education from etc.
  + Does the website link to external sources?
* **Check the sources**
  + Are other media stations reporting on the story?
    - If so, compare it to the others
  + Check the sources if there is any
    - Are the sources reliable?
  + If there is no sources, it could be seen as a red flag
* **Check the facts**
  + When was the article published
  + Is it a current or old story?
* **Don’t get baited by the headline**
  + Read the whole article
  + The use of shocking titles is oftenused to grab you attention and to spark feeling and frustrations to get you to share the article
* **Do you have any biases?**
  + Does your own beliefs affect your judgement of this article and news story?
* Is it satire?
  + Satire often blurs the line between whether the story is a joke or a parody. Check the website and what it is known for.
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